50, will be treated as malpractice.

revealing of identification, appeal to evaluator and /or equations written eg, 42+8

Important Note : 1. On completing your answers, compulsorily draw diagonal cross lines on the remaining blank pages.
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Sixth Semester B.E. Degree Examination, Dec.2015/Jan.2016
Data Compression
Time: 3 hrs. Max. Marks:,l;ﬁgﬁ
Note: Answer FIVE full questions, selecting - o
at least TWO questions from each part. t;_;}lf '
PART - A e
1 a. Explain Lossy and lossless compression Techniques vith examples. Lo ™" (04 Marks)
b. For the sequence, 12323454567898910 find the entropy. Usinig ’*tbc} differences of
neighboring sequences, find the entropy and give your comment, : & (08 Marks)
¢. A source emits letters from an alphabet A = {a;, as, as, a4, ?}? p{a;) = p(as) = 0.2,
p(az) = 0.4, p(as) = p(as) = 0.1.
i) Calculate =ntropy of the source.
11) Find a Huffman code for this source. 0 N
111) Find average length of Huffman code and hencz ;*&redhndancxf {08 Mazrks)
2 a. Encode the following sequence using LZW algo{‘ithm
XYZZY B XyZZY BXyZZY b Xyzzy b il b: xﬂ%ﬁf
The alphabet for the source is {6, L, X, y, z}. The LZW dictionary initially looks as follows:
index | 1 [2]3]4]5],
Entry | b |y |z | L4R
W e (10 Marks)
b.  Write an algorithm used by CALJ& to form the initial prediction and explain this aigorithm.
{06 Marks)
c. Briefly explair dlff@r@nt&f‘&i})s in Facsimile encoding. {04 Marks)
3 a Whatis dlstortlo_n? is¢uss different ways to measure distortion. {06 Marks)
b. Show that SNR é‘@ﬁiform quantizer of a uniformly distributed source is 6.02ndB. (06 Marks)
c. Write down e operation of a javant Quantizer suppose the multip'ier values are
My =My "& "M =Ms=0.9, My = Mg =0.1, M; = M5 = 1.2. Initial value of the step size
An—-O%xﬂ‘ndthe sequence to be quantized is 0.1, - 0.2, 0.2, 0.1, -0.3, 0.1, 0.2, 0.5, 0.9, 1.5.
! fgé (08 Marks)
4 a ,W%ét is vector quantization? Explain the vector quantization, with a block diagram.
(10 Marks)
'“‘:%xb Explaln the splitting technique for initializing the LBG algorithm. Traming sst vectcrs are
é’} »  given in Table Q 4b (1) and initial set of output points in Table Q 4b(ii). {10 Marks)
)

Height { 75 | 65 | 59 | 64 | 65 | 571 72 144 | 62 | 60 | 56| 70
Weight | 180 | 120 | 119 150 162 | 88 [ 175141 | 114 | 11091 172
Table 4b (1)

Height [ 45| 75 | 45 | 80
Weight | 50 | 117 | 117 | 180

Table 4b (i1)

iof2
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PART -- B s
Describe the properties of a linear system. Also explain, time invariance and raézfer
function of the linear system. .s}ll arks)
Find the inverse z — transform of the function h
F(z) 22 , 5 06 Marky
27" ~527 + 4z -1 s
Explain the orthonormal transform and that orthonormal transforms a;'a Shergy preservirg.
{ ( (08 Muarks)
By considering the example of encoding the sequence of valu?eg)fxn} given bellow, explain
in detail how subband coding works. A
10 14 10 12 14 8 14 12 10 8 10% 12 (08 Marks)
What is a filter? Discuss FIR and IIR filters. {;;{:-2 (04 Marks)
Discuss coding algorithm with a suitable diagram. Al‘s.'ﬁ explain the frarne structure of layer
— 11 coding. : {08 Marks)
For seven — level decomposition shown bélow in Table Q7 (a) obtair the bitstream
generated by the EZW coder ii) Decogdé tlie bitstreatr. generated in the previous step. Verity
that you the original co-efficient va{ueg (12 Marks)
L¥26]6 13 10
771716 4
Table 7 ( a) 4 4| 4 3
N 2 2|2 0
Explain multersolutlon‘;‘ha]ysm and scaling function with an example. (08 Marks)
With a neat bloc@ﬁmgram, Explain ITU — T recommendation H. 2561. (10 Marks)
Explain with.dwgram MPEG — 1 video standard. {06 Merks)
Using H %@, derive an error factors for the set of co - afficient.
29.75 {‘m&ér‘l -6.03 193 -201 123 -095 2.1l (04 Marks)
yx&} * ok ok ok ok
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